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Key points

- The shuttering in 2017 of open.whitehouse.gov illustrates the risks that face open data movements in Australia, Canada, New Zealand, and the United States (US) as high-level leadership on open data and access to certain datasets are vulnerable to changes of administration. However, open data practice at local levels has proven reasonably resilient so far.

- The last decade of open data work has encouraged governments to perceive their data as an asset that needs to be managed and to improve internal capacity on data use and analytics. In particular, open data has played an important role supporting cross-agency collaboration.

- Direct citizen demand for data from national open data portals remains low and highly concentrated. This can leave initiatives struggling to define success when they operate on the simple logic that open data will boost citizen engagement.

- More work is needed to both define what success looks like for open data initiatives and to monitor progress toward it with the right kinds of tools.

Introduction

One of the Trump administration’s early decisions after taking office in 2017 was to shutter open.whitehouse.gov, a portal set up by the Obama administration to house public information on visitor logs, financial disclosure reports, and other personnel data. The White House Communications Director at the time, Michael Dubke, suggested that the move was in response to “the grave national security risks and privacy concerns of the hundreds of thousands of visitors annually.” To open data advocates, the disappearance of this data was an early sign that “American leadership on open government will not come from this Presidency.”
And while the closure of open.whitehouse.gov could serve as a reminder of how fragile gains in open government can be, the reality is that federal rules and legislation, like the DATA Act, continue to build and preserve open data sources across government, and the administration has publicly committed to improving the way it uses and supplies data to the nation. The events of last two years also suggest that, even without executive leadership, officials at the state and municipal level have generally been able to continue to develop open data activities within their own areas of work. The past decade has been an extremely exciting time for open government and transparency in the United States (US), Canada, Australia, and New Zealand. Across these nations, there are powerful stories about open data initiatives that demonstrate a greater government commitment to, and the potential benefits of, making information more transparent.

But despite the robustness of open data initiatives during the transition to new governments with different political stripes across North America, Australia, and New Zealand, the news is not all positive. Participation remains extremely unequal across national and subnational jurisdictions. While the number of datasets on federal open data portals initially proliferated as agencies scrambled to comply with national standards, the usability and relevance of this data is often still in question. Early success stories related to geospatial data, metropolitan transportation, and legislation-tracking applications have not translated to success across all geographies or sectors. Instead, pockets of urban innovation continue to dominate the demand for, and supply of, open data, while the participation of local governments remains vulnerable to political crosswinds.

Even with these gaps and challenges in mind, the public servants, open data advocates, and private sector partners surveyed for this chapter continue to find reasons to be cautiously optimistic about the present and future of open data. While the use of open data by the general public lags behind the most optimistic predictions, usage by government staff and intergovernmental cooperation is increasingly becoming a driver of open data’s value. Whereas early efforts focused on the volume of open data produced as a measure of success, governments are now becoming more sensitive to tracking usage and demand, and taking a more user-centred approach to future reforms.

Also worth noting is that the incorporation of open data as an expected practice at all levels of government has helped to build the capacity for proactive data management and analytics. Indeed, it could be argued that the open data movement’s biggest accomplishment may not be the raft of new applications created by third parties, but rather the fact that it has prompted governments to perceive their data as an asset that needs to be well managed to be effectively leveraged. Jurisdictions that adopt open data aggressively tend to also manage and use data more effectively, understanding its implications on issues such as privacy, as well as how it can be used to improve operations. Open data adoption may have given some governments a jumpstart on digitising and modernising their governance.

This chapter lays out trends in open data across the region over the last decade, focusing closely on signals of progress, persistent gaps, and the potential long-term analytics value of open data investments. While powerful and positive anecdotes reflect the strength and creativity of the open data movement, due to challenges in defining shared goals, maintaining sustained investment, and matching the supply of datasets to citizen demands, stagnation and drift might better characterise the current general state of open data in this region.
Signs of progress

In 2013, the Government of Canada officially re-launched its open data portal, and, in the US, President Barack Obama signed an executive order making open and machine-readable the new default for government information. These landmark federal actions came just five years after the City of Washington in the District of Columbia launched its open data portal (2007), leading to an explosion of open data portals that included fast followers like Vancouver (2009), San Francisco (2009), New Zealand (2009), New York City (2012), and Chicago (2012), among others. In the years since these first major open data breakthroughs on the North American national stage, public servants, citizen hackers, and software companies have all played a role in driving spotty but real progress in the world of open data.

To fully assess the recent progress of the open data movement across North America, Australia, and New Zealand, interviews were conducted with open data leaders across the public and private sectors. Among the participants were a state Chief Data Officer from the US, an Australian provincial Information Commissioner, government practitioners at the federal and local levels tasked with implementing open data directives and scaling open data portals, and the directors of well-known civil society organisations and academic research groups specialising in open data.

Taken in aggregate, their accounts reveal a qualified optimism about the present status and future trajectory of the open data movement. While most believe that progress has been harder and slower to come by than expected, nearly all were also able to point to major milestones that have been reached, as well as other compelling instances of progress. They universally agreed that the adoption of open data standards has gradually broadened, and that open data programmes are beginning to yield positive public benefits from greater government transparency to improved bureaucratic efficiency. Due to the efforts and investments of these open data advocates, as well as other committed individuals and organisations, it is evident that slow but steady steps have been taken to increase the ubiquity and usefulness of open data in a number of jurisdictions in these regions.

Open data leaders emphasise different goals when describing what drives the open data movement, whether it be ensuring government accountability, spurring private sector innovation, or improving bureaucratic decision-making by breaking down barriers to the access and reuse of public information. It is heartening to see that in specific instances, open data programmes have made headway against all of these goals. Highlighted below are a few anecdotal examples of the positive impacts that policies and products, fueled by open data, have had within different sectors or open data communities:

Transportation – Some of the most visible applications to date have been in the field of transportation. In New Zealand, ANZ Bank has taken advantage of open data on the traffic flow of trucks and heavy vehicles in order to forecast GDP, which is published monthly under the “Truckometer” name. Another example of open data at work in the realm of transportation comes from the Australian province of New South Wales, where developers have pulled data from the province’s open data portal on the location of petrol stations and station-specific petrol pricing to provide consumers with a transparent look at where they can be cost effective when
filling up their tank. In fact, practitioners have indicated that this application has helped prevent petrol price gouging across the province and encouraged more consistent pricing across stations, producing a net benefit for consumers. The increase in accessible data has drawn new actors into the space, such as Google with Google Maps, as well as new companies, like Remix, which provides an advanced planning tool that transit agencies can use to test transit variables and schedule complex transit services.

**Health** – The US State of Connecticut is at the forefront of utilising publicly accessible data to monitor threats to public health and make data-driven adjustments to policy and programmes to better serve the needs of its residents. In particular, the state has used open data as a tool to help fight the opioid epidemic that has seized the US in recent years. Using data about the location of pharmacies that prescribe opioids, dispense Naloxone (a medication used to reverse an opioid overdose), and provide prescription drug drop boxes, as well as opioid overdoses and related deaths, the state has been able to trace the movement of the opioid epidemic from one neighbourhood to the next. These findings, in turn, have been used to prioritise treatment for opioid addiction over treatment for other conditions at treatment centres in certain heavily affected neighbourhoods and to more effectively stock pharmacies located in the epicentre of the epidemic with Naloxone in order to avoid life-threatening drug shortages. Some US municipalities have also been able to utilise a similar cross-departmental approach to solve less severe, yet still entrenched, public health problems, such as the disproportionately high (and expensive) utilisation rates of emergency services by a relatively small portion of the population. The town of Cary, North Carolina has attempted to solve this problem by aggregating data across agencies from health, law enforcement, and other social services to identify root causes and provide better preventative, non-emergency care to these high-need individuals, thereby reducing the overall cost of the health system. Indeed, by investing a relatively small sum (around USD 200 000) to publish this data and conduct the relevant analyses, Cary was able to make adjustments that local practitioners estimate now saves the city more than USD 8 million annually in health costs.

**Environment** – The boreal forest is central to Canada’s natural environment, history, and culture, but it is also an important economic resource that is regularly harvested, contributing significantly to the country’s overall GDP. The 2010 Canadian Boreal Forest Agreement was a landmark conservation initiative that brought together industry, environmental groups, and government to broker a consensus on forest management techniques in the region. Central to the agreement was an accord to prohibit logging in certain vulnerable forest areas and adopt data-driven sustainable harvesting practices across the region. In return for these protections, Canadian environmental groups committed to no longer boycott forestry goods produced by the participating lumber companies, which increased the value of their stock by stabilising consumer demand. Much of the data on forest health used throughout the negotiations was open data provided by Environment Canada, such as woodland caribou range data. By serving as a single source of truth throughout the negotiations, Environment Canada provided a common foundation for both sides when debating the best way to integrate economic and environmental values. Without this open data, it is likely that the accuracy and sophistication of the debate would not have been
open data was a foundational ingredient for two competing interest groups to engage in productive, evidence-based policy-making.

Law enforcement – Across these nations, the utilisation of open data by police departments stands out as a particularly high-potential and effective application of open data for public benefit. In the US, the Police Data Initiative, which started in the White House of President Barack Obama, but continues under the stewardship of the Police Foundation, provides a consolidated and interactive listing of open and soon-to-be-opened datasets identified by more than 130 local law enforcement agencies as important to their communities. In this context, open data is used to encourage joint problem-solving, innovation, enhanced understanding, and accountability between communities and the law enforcement agencies that serve them. Most recently, the organisation has called on local agencies to publish data about hate crimes and has received a promising response from heartland American cities in Nebraska, Oklahoma, and Indiana. Other local police departments, such as the Toronto Police Service, have launched their own open data sites to share data directly with the public. The adoption of a publish-by-default approach, as is the case with New Zealand’s police agencies, is a truly important development in the evolution of the open data movement, representing an impressive maturation in the way local agencies engage with open data. Notably, regular publication of New Zealand Police’s crime statistics has led to detailed investigative journalism in both print and online media.

Elections and government accountability – Election data has proven to be one of the most popular types of data published on open data platforms. For example, Elections BC, a non-partisan office of the British Columbia legislature that is responsible for conducting all public elections in the province now releases all of its election results as open data. Small municipalities, like the Township of Langley, Canada, have also found that election-related data is among the most heavily accessed data via their open data portals. Independent initiatives, like OpenSecrets.org produced by the Center for Responsive Politics, have also meaningfully expanded citizens’ access to in-demand campaign data. For other open data applications, the aim is not so much to document the outcomes of elections as it is to empower citizens to hold government accountable at the ballot box. Some civic hackers in New York City, for example, have used public utility data revealing insufficient heating in the city’s public housing projects to advocate for new leadership at the local and state level, ensuring proper funding of the New York City Housing Authority. Other open data applications in the US, like GovTrack and Councilmatic, have helped to increase civic engagement by making it easier for citizens to stay up-to-date on their elected representatives’ voting history, as well as pending legislation and special events.

While the developments detailed above from across this region are diverse, taken together, they speak to a number of common trends underlying the state of today’s open data movement. First, increased collaboration on open data across government units, such as when a public health department shares anonymised data with a police department when both are tasked with treating the same problem, has allowed for unprecedented analytics and insights into the complex causes of various public policy outcomes. Second, publishing more and better data has enabled the
development of applications that have netted measurable benefits for citizens and residents. Citizens and activists who have the ability to easily access vast quantities of government data are empowered to more accurately assess and act on information in both their private and public lives.

Above and beyond these trends, however, two developments stand out that seem likely to bend the arc of the open data movement by accelerating its adoption and impact: the move toward internal usage and the move toward quality over quantity.

**Internal usage**

Among the first wave of state and local open data portals, the primary objective was to publish anything at all, regardless of whether it would actually be accessed or not. In this environment, releasing data was driven by a need to comply with the requirements of overarching data directives, not by the specific uses and desires of downloaders. Over time, however, government departments and agencies tasked with publishing open government data began to refine their criteria for success, adopting goals related to the external usage of data by citizens. In this second wave, success was more often assessed via key performance indicators that measured the number of datasets downloaded. With limited means to assess how data made available was being used, government entities focused on sheer citizen demand for open data to justify their programme costs. Underlying this operating model was a primary objective to make government data available outside of government for use by citizens.

In recent years, however, there has been a shift within the departments and agencies that publish open data. This shift has been driven by a need to rationalise the costs of maintaining an open data programme and to convince internal stakeholders and bureaucrats of the practical value that open data programmes can provide for the day-to-day delivery of government. Today, open data portals are increasingly designed to maximise the usage, sharing, and analysis of open government data by government employees themselves, with the end goal of supporting evidence-based policy-making and improved performance management.

Under this new operating model, the value of the open data programmes as a whole can be measured partially by the incidence of government employees actually utilising the data to make data-informed decisions, both when developing policies and when adjusting existing policies to reduce costs and improve outcomes. While a mandate to "defend the spend" may not sound as lofty as proclamations to advance open data as a transparency tool, the shift toward internal usage is a truly positive development. Justifying the value of open data portals internally helps to secure their long-term sustainability, ensuring that both government employees and the public are empowered to extract meaningful value from open data in the years ahead.

**Quality over quantity**

The open data practitioners interviewed for this chapter frequently cited a struggle between the desire to publish a large quantity of data and the desire to publish high-quality data. In the early years of the open data movement, efforts to rapidly scale up open data programmes, either in response to real user demand or in order to match or exceed benchmarks for success, had the unintentional effect at times of encouraging the publishing of non-standard or non-machine-
readable data. While the quantity of datasets published on open data portals increased rapidly during this time, actual utilisation of this data often stagnated, hobbled by the data's overall low quality and usability.

Today, governments like Canada’s lead the pack in a larger effort to shift the emphasis from sheer quantity of data to the quality, consistency, discoverability, and coherence of data. To this end, governments have begun publishing data inventories and indexes to assist with data discovery, organising datasets to allow more coherent analysis, and developing additional user tools, such as data maps and visualisations, to help laypersons better understand the data hosted on their platforms.

Canada’s Information Management and Open Government team has even gone so far as to suspend the practice of including the number of datasets available in reports on the health of the country’s open data programme because this metric has little bearing on the platform’s utilisation and overall success. Indeed, in recent years, the number of datasets available on Canada’s open data portal has dropped from around 300,000 at its peak to approximately 80,000 today. This decline is a testament to the government’s commitment to painstakingly auditing the datasets on the platform and replacing non-contextual, non-machine-readable data with more consolidated, accurate, and digestible data resources that will actually be used.

**Emerging challenges**

Alongside the trends above that demonstrate a maturing of the open data agenda across North America, Australia, and New Zealand, initiatives are also facing a number of challenges.

**Slowing or stagnating data publication**

Despite the many signs of progress and anecdotal success identified in the preceding section, a dominant narrative on open data at the end of its first decade is one of stalled progress, in which both advocates and practitioners are forced to reassess early expectations in light of unexpected technical, political, and cultural limitations. Early ambitions for rapid adoption fuelled by innovative open data applications in venues like New York City subways or gas stations in New South Wales have given way to a recognition that further gains will not come simply by increasing the supply of data or enacting legislation. Despite optimism about the future of open data, one practitioner in the US related a common thesis that “open data has become a bit stagnant here as we continue to focus on broader adoption and more open data instead of on what data may be the most valuable in a national context.”

Rather than increasing transparency and the uses of open data year over year, these countries are still struggling to maintain and drive further adoption and compliance.

One insight into this trend can be found by looking at comparative international data from the Open Data Barometer. Examining the results of country-level surveys, it is possible to explore how 16 data categories are rated on a scale from 1 to 100 based on standardised factors, such as openness, including open licensing, machine readability, cost, and timely updating. Since 2013, several of the data categories have obtained consistent high ratings (e.g. mapping, trade, elections), while others rise (e.g. company) or fall (e.g. spending) due to issues related to outdated
or inconsistent published data. These variations aside, the overall picture is one of relative stability (see Figure 1).

Figure 1: Average regional sector openness scores (2013–2016)
Source: Open Data Barometer 2017, consolidated data: https://opendatabarometer.org/4thedition/data/

Stagnation does not only plague the general state of data openness and access. A closer look at national open data portals in North America, Australia, and New Zealand indicates that a slowdown has also occurred in terms of the data being uploaded to flagship sites. While advocates rightly celebrate the increasing participation of various agencies within governments in the release of open data, the broader story is one of early adopters and laggards. By and large, the picture today is very much the same as it was five years ago.

In the US, the national open data portal Data.gov collects hundreds of thousands of datasets into a single, searchable database. With over 365,000 total datasets uploaded to date, the federal government has been by far the greatest contributor to the Data.gov repository, accounting for 85% of the total datasets. State governments account for only 5% of the total. Within organisations, the distribution of datasets uploaded by individual offices can be extreme. On the low end, 50% of all offices have uploaded five datasets or fewer. At the high end, three federal agencies (Commerce, Interior, NASA) account for over 60% of all datasets on Data.gov.

The temporal pattern of uploads to Data.gov over the last decade also tells a story of inconsistency and occasional spikes of activity linked perhaps to major policy announcements, which are followed by limited ongoing participation. While the metadata on site uploads over time is not available for all countries within the group discussed here, practitioners interviewed...
for this chapter suggest that a similar pattern of stagnation in agency participation on open data portals is a significant problem within and across their home countries.

It is not clear, however, whether this represents the demise of open data initiatives or simply the demise of the open data portal as the organising device within such initiatives. As agencies shift to focus on data for targeted groups of users and to internalise open data practices, they may be making more use of their own websites to distribute datasets, providing specialist data platforms instead of using national portals. For example, in New Zealand, geospatial data is provided through the LINZ Data Service,\(^\text{20}\) which users may first discover via the national data portal (data.govt.nz), but once found, it becomes the more direct destination for geospatial data.

It is clear that national open data initiatives in the region have, in general, been experiencing a sense of disillusionment that characterises many new technologies that move beyond the peak of a hype cycle, a challenge that other nations across the world may soon have to grapple with. According to the open data advocates interviewed for this chapter, this slowdown in high-level participation is rooted in four distinct challenges:

- The struggle to agree on definitions for goals and success.
- Uneven adoption within and across government at all levels.
- A reliance on champions who do not maintain their roles over the long term.
- A focus on performance metrics related to supply rather than demand and use.

How these challenges are addressed will shape the development of open data in the next decade.

**The struggle to define success**

The public presentation of open data and the stated aims of public programmes frequently trumpet transparency and the potential for civic engagement. However, many actors also believe that the potential economic benefits from sharing data as a "natural resource" will increase the efficiency of government services or facilitate new opportunities for economic growth, essentially meaning that open data programmes would pay for themselves. The potential tension between the "good government" and "economic benefit" perspectives can sometimes lead to confusion when trying to prioritise which datasets to share and, in the medium term, can make it difficult to agree on how to define programme success.

In the early stages of the open data movement, the US and Canada stressed transparency and civic engagement as the primary motivations for making information more available. At the opening of Data.gov, the Sunlight Foundation’s Executive Director referred to the launch as "a dramatic breakthrough in the role of government".\(^\text{21}\) In New Zealand, government’s framing of its open data initiative was broader, linking open data with open government agendas, but also maintaining a degree of distinction between the two. Regardless, many arguments for open data focused on its broad potential as a resource for change without setting out explicit measurable policy goals. This constructive ambiguity in defining the goal of open data initiatives and the
subsequent way in which different groups have engaged with open data, has, over time, made the identification of success or failure a significant challenge.

According to practitioners interviewed for this chapter, many early adopters primarily understood open data as a “transparency tool” that would provide citizens with “more access to the inner workings of government” while driving new “civic participation and accountability in the public sector.” Early experimental and creative apps that took advantage of new datasets promised an explosion of citizen data use, but in the decade that has followed, such a transformation has yet to materialise. Instead, as government budgets have held steady or shrunk, there has been increasing pressure to defend open data as an investment and to define a return value. Even ardent advocates admit that transparency is “hard to quantify, to implement, and defend from a budget perspective”.

As US and Canadian narratives shifted away from transparency justifications and moved toward discussions of open data as an asset and a tool for making government more efficient, practitioners tried to drive value by uploading lots of data in the hope that beneficial uses would organically emerge. As one practitioner described this period, “We put up what we thought people wanted to see.” For advocates and practitioners, the shift to prioritising economic value raised the immediate expectation of revenue or savings from open data, but these also were not necessarily forthcoming or easily quantified in the short term. Ultimately, it is difficult to “make the change and articulate the overall benefit in the long run of early government investments, which will reap tax revenues or efficiencies from uncertain new ventures.”

One dangerous consequence of this lack of agreement over goals has been a reversion to competition and comparison to other governments, rather than increasing the focus on measuring the value of local investments by the good they do for consumers and citizens. Programmes like the Open Cities Index or the Open Data Barometer were never intended to be the final definition of success, yet some municipal open data practitioners are forced to define their success via these tools even when they “don’t really understand the criteria used to judge,” because they impress elected officials.

Uneven adoption within and across governments

While inter-agency and inter-governmental collaborations are exciting developments in some areas as noted earlier in this chapter, a sizable challenge to broader engagement with open data and sustained citizen involvement is the difficulty that many governments still have working together. This problem is particularly acute at the subnational level (state and provincial), where there may not be clear consumer demand for data due to a lack of public awareness or lack of demonstrated use cases. In contrast, for large cities, the density of the population and volume of data produced, especially for services like transportation, has allowed for sustained buy-in, but, beyond questions related to scale and opportunity, there remain significant data quality, governance, and definition challenges, which inhibit progress.

Many practitioners interviewed for this chapter suggested that the open data movement has struggled because there has not been enough attention paid to interjurisdictional collaboration and data standardisation. As a result, open data plans at the national level tend to dominate the agenda, while the coordination between levels of government, which practitioners believe could
produce the greatest value, is often forgotten. This challenge manifests not only at the federal level between different agencies, but is also a significant problem where regional and municipal governments have begun to set up open data federations. While these cooperative groups represent one of the largest current opportunities in the open data movement, they face huge hurdles in coordinating datasets across levels of government and with private sector partners. One of the complex barriers to cooperation is data ownership, particularly when private data is involved, or when both public and private sector organisations are involved in the same project. However, where cross-sector data co-operatives are able to form, such as the Sault Ste. Marie Consortium in Ontario, Canada, which has 22 organisational members of different sizes, they are able to leverage skills from across the partnership to share skills and generate analysis based on shared data.

At the state and local level, practitioners report that a simple shortage of skills prevents them from reaching the sort of scale and value realisation that is frequently identified in large cities. One practitioner related a common lament that there is still a “long way to go with smaller local governments, because they don’t have the political support or capacity to move on their own”. A huge part of the challenge in this area is simply based on volume and demand. There are few organisations or individuals seeking public data from states and small cities relative to very large metropolitan areas because the minimal volume of data produced there does not produce as many obvious opportunities. Until these regions can cooperate more effectively or find ways to drive increased demand, it is likely that subnational open data movements will continue to struggle outside of the largest cities.

**Reliance on local champions to build and sustain initiatives**

The ultimate goal of open data advocates and practitioners is that data will become “open by default”; however, no governments have reached this goal as a steady state, and many still closely guard access to most of their datasets. In some cases, this may be because “authoritative publishers, particularly in government, are paralysed by a fear of publishing poor quality or incorrect data” for fear of damaging any existence of trust with constituents. Consequently, practitioners admit that, in many cases, “open data programmes need to have very strong-willed champions or demonstrated return, or else they’ll wither off”. When political turnover or other factors result in the removal of these key personalities, open data programmes can falter or even disappear.

Virtually all of the practitioners and advocates interviewed for this chapter suggested that open data movements in the context of their own experiences could not have succeeded without a handful of strong local champions. However, few could articulate an effective way to hand off the administration and maintenance of programmes to the next generation of potential leaders, and many admitted that open data remains very susceptible to budget cuts that result from political turnover. The challenge is distinct within and across the countries discussed in this chapter. In New Zealand, for example, public service chief executives are appointed on five-year contracts independent of political change, unlike their counterparts elsewhere in this group of nations. Personality-driven projects can result in open data initiatives that are siloed in one part of an organisation, and, if open data is seen as an IT project rather than a strategic asset for example, long-term sustainability is a challenge.
Citizen demand for data remains limited and highly concentrated

The most consistent gap cited by those interviewed for this chapter related to the measurement of outcomes and, in particular, how to best track the relationship between open data producers and potential users. In the earliest years of the open data movement, the release of large amounts of open data represented a kind of progress, but practitioners now suggest that creating more datasets “doesn’t allow value to be realised” because producers have largely “failed to create an authentic feedback loop between users of data”\(^\text{33}\) and government.

One way to explore this problem is by looking at usage metrics from national open data portals to see not only how the demand for data has changed over time, but also what total demand looks like relative to a nation’s population and how concentrated demand is for specific datasets. When per capita uptake is low, this could suggest that open data in general has not been adopted by the public for mainstream use. When use is highly concentrated among a handful of consumers, this could suggest that rather than serving a diverse set of interests, open data tools are essentially catering to a specific power user base.

In the US in 2016, there were about .009 recorded views of datasets on data.gov per resident with internet access. In Australia, the equivalent figure for 2017 was .14, and in Canada, it was .04 (New Zealand does not make the metadata required to calculate this ratio available). This data suggests that larger countries may suffer when judged by the volume of completed downloads (and perhaps also hints that the size of an open data community is not directly proportional to nation size); however, it could also suggest that approaches to advertising open data portals to the public have had different levels of success within different countries.

We can also use portal metrics to explore trends in the uptake of open data. A first glance at monthly visits to Data.gov suggests a noisy but discernible upward trend in site visits (see Figure 2 below).

![Figure 2: Monthly visits to data.gov (2014–2017)](image-url)
A closer look at the monthly visits indicates that there is significant variation within and across years, but that most datasets remain consistently below 2,500 monthly views. In fact, most agencies have had an effectively static rate of page views since 2014. Instead of showing a general upward trend, the data suggests that overall increased traffic stems from a few outlier datasets that have received much higher traffic. Notably, the ten largest agencies by dataset count (about 4% of agencies releasing data) account for 75% of total downloadable files and 40% of total views.

In Australia, a similar upward trend emerges over time (see Figure 3), providing an encouraging sign that more citizens are taking advantage of the portal. However, as with the US data, examining publisher popularity on data.gov.au shows that visits are dominated by a small handful of agencies. Datasets published by the Department of Human Services alone account for 47% of all visits to the site since 2013, and the ten most popular publishers account for 84% of total visits. By far, the most popular resources on data.gov.au are a small sample of location search resources, with the locations of Medicare offices accounting for 27% of total historical visits and the Location of Centrelink Offices accounting for another 14%. Essentially, two out of 70,000 datasets account for 41% of all visits. The distribution of downloads rather than visits is slightly less skewed toward the most popular resources, with the ten most popular datasets accounting for about 54% of visits, but only 21% of downloads.

Other countries in this group do not provide this kind of data, but additional analysis and anecdotal evidence suggests that demand is similarly highly concentrated on a small percentage of available data, indicating that much of the information that has been made public does not serve any specific consumer need. Should administrators interpret the gap between what users are accessing and the vast resources available as a problem that needs to be solved? Some practitioners suggest that this skewed distribution was an inevitable result of experimentation.
and reflects the fact that many users are simply not aware of what is available. Others argue that there are legitimate “difficulties in identifying who currently uses open data, who might use it if certain changes were made, and how all users think about the reliability and usefulness of government datasets relative to other tools”. Even the best anecdotes about users and their open data success stories rarely translate to strategies for how to promote the use of other data. Establishing lines of communication with users that can reveal their preferences can be difficult and time-consuming when both data and user needs change over time.

Hidden benefits: Analytics and performance management

One potentially underappreciated aspect of the open data story is that beyond the supply and demand for transparent government information, open data may be laying a broader foundation in the region for more robust analytics and performance management in government.

Generating and making sense of open data forces staff to develop skills to manage, analyse, visualise, and interpret complex datasets. Furthermore, investments in open data elevate data managers and analysts into strategic discussions and help enable nominally operational teams to take on strategic roles. Open datasets have formed the foundation of some of the most promising public sector innovations in predictive analytics, and, in many cases, large cities in the region that are leaders in data-driven governance have built up their expertise based upon earlier work with open data.

From a management perspective, increasing organisational capacity for discussing and interpreting data helps develop a culture that can be more intentional about establishing shared definitions, defining success through metrics, and creating incentives that rely on common datasets. None of this obviates the critical role of progressive and aggressive leadership, but practitioners argue that “making public sector agencies actually use the data internally for evidence-based policy-making in order to defend the spend has caught on like wildfire”. Within private sector partners that work with government agencies, such as Socrata and ESRI, there has been a sizable shift from simply managing open data platforms to building capacity to visualise and manage real-time government performance data. Whether or not performance management will take hold across countries and levels of government, there is a growing demand for products and platforms that enable data-driven governance.

Many pundits have opined that data is the new oil. The value and strategic importance of data in modern government suggests a critical role for the open data movement. In many ways, making government information more transparent and available transcends arguments about the right success markers, the roles of champions, adoption rates, or attentiveness to user demand. Truly opening up public data holds the promise of creating a more level playing field, ensuring that early movers and big players do not dominate the use of public data sources. As government becomes a more sophisticated and smarter user of data in establishing and pursuing its goals, open data may well form the bridge that connects data-informed policy objectives to citizen engagement.
Conclusion

This chapter opened with the shuttering of open.whitehouse.gov, signalling both the political risks that face the open data movement in Australia, Canada, New Zealand, and the US and just how robust and dedicated the open data community has become in these countries. The stories of progress and the remaining gaps to be addressed are not intended to represent all that has happened in open data in recent years, but rather a summary of the most important trends that practitioners and advocates have identified as having an impact on their work.

Based on the challenges identified and best practices that have emerged, policy-makers should focus on three distinct areas of reform. First, foster more standards around the collection and publishing of open data, particularly at the local level. Second, push government staff and departments to share and make use of each other’s data, in particular, by investing in tools that enable them to share and a culture that encourages public servants to leverage each other’s data when drafting policy and improving operations. Third, publish open data in response to demand and work to identify the kinds of public problems for which the use of open data can help create innovative solutions.

The stories of progress identified here demonstrate that the hard-fought victories to increase the availability of open data have created real value for the governments, citizens, and businesses of North America, Australia, and New Zealand. On the other hand, the persistent challenges facing the advance of open data in these countries should also serve as a warning. For open data to move beyond early successes and quick wins, governments must address the uneven demand for open data, better identify the users and use cases of open data, and push for long-term local adoption. The state of open data in these nations is currently neither a crisis nor a celebration, but these steps will be critical to ensuring that open data becomes a truly integral, sustainable, and effective pillar of 21st century governance.
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