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Preface

Bruce Sterling, “The Dead Media Project: A Modest Proposal and a Public Appeal,” http://www.deadmedia.org/modest-proposal.html, accessed March 4, 2008. The “Dead Media” project is, at the time of this writing, now off-line. True to the topic of this book, Web sites and URLs are notoriously short-lived, and constitute yet another form of fleeting electronic media.

1. Opening the “black box” of technologies is a common practice and turn of phrase in science and technology studies to describe the making evident of technological processes that might otherwise go unnoticed. But this phrase also has a longer history of usage, and is a frequent figure within computing and information theory discourses. This study employs both senses of the term throughout. For more on this (double) use of the black box, see Michel Serres, The Parasite, trans. Lawrence R. Scher (Baltimore: The Johns Hopkins University Press, 1982), passim.

Introduction

Walter Benjamin, The Arcades Project, trans. Howard Eiland and Kevin McLaughlin (Cambridge: Harvard University Press, Belknap, 1999), 390.

Donna Haraway, “The Promises of Monsters: A Regenerative Politics for Inappropriate/d Others,” in The Haraway Reader (New York: Routledge, 2004), 116 n. 14.

1. The Superfund designation, which dates to 1980, was initiated by the U.S. federal government to clean up hazardous waste sites with particularly high levels of contamination. A description and map of Superfund sites designated for cleanup, known as the National Priorities List, can be found on the EPA's Web site, at http://www.epa.gov/superfund/sites/npl.

2. See the listings for Santa Clara County in the EPA's National Priorities List, http://yosemite.epa.gov/r9/sfund/r9sfdocw.nsf/WSOState!OpenView&Start=1&Count=1000&Expand=2.29#2.29.

3. Ecologies is a term that has circulated within media studies since at least McLuhan onward to describe a focus on media environments (at times in contrast to a focus on media content). This term has been recuperated and revised by multiple contemporary researchers, including Matthew Fuller, Media Ecologies: Materialist Energies in Art and Technoculture (Cambridge, MA: MIT Press, 2005). The term ecologies is used in this study to refer both to media environments and to those more natural-cultural ecologies that occur through soil and chemicals, water, and air.


4. Gopal Krishna, “E-Waste: Computers and Toxicity in India,” in Sarai 3: Shaping Technologies (Delhi: Sarai, 2003).

5. International Association of Electronics Recyclers, IAER Electronics Recycling Industry Report (Albany, NY, 2003; revised, 2004), 7. These quantities represent only consumer electronics. Commercial and industrial sectors are such large generators of electronic waste that they have until recently “driven” the electronics recycling industry, due to the electronics they discard in such appreciable volumes. Beginning in January 2009, the International Association of Electronics Recyclers was acquired by the Institute of Scrap Recycling Industries (ISRI), which produces regular newsletters on electronics recycling issues. See http://www.isri.org.

6. This figure is cited as originating with the Institute for Local Self-Reliance and is documented by the EPA. See Environmental Protection Agency, “Waste Wise Update: Electronics Reuse and Recycling,” EPA 530-N-00-007, October 2000, http://www.epa.gov/epawaste/partnerships/wastewise/pubs/wwupda14.pdf.

7. International Association of Electronics Recyclers, IAER Electronics Recycling Industry Report, 25.

8. The European designation for electronic waste is WEEE (waste from electrical and electronic equipment). The WEEE Directive, which lists an extensive number of products that constitute electrical or electronic waste upon expiration, is accompanied by the Restriction of the Use of Certain Hazardous Substances Directive, or RoHS, which attempts to limit the inclusion of hazardous substances in electronics. For the original directives (which have been amended several times to accommodate exemptions), see “Directive 2002/96/EC of the European Parliament and of the Council of 27 January 2003 on Waste Electrical and Electronic Equipment (WEEE),” Official Journal of the European Union, February 13, 2003, L37/24–L37/38; “Directive 2002/95/EC of the European Parliament and of the Council of 27 January 2003 on the Restriction of the Use of Certain Hazardous Substances in Electrical and Electronic Equipment,” Official Journal of the European Union, February 13, 2003, L37/19–L37/23. The U.S.-based International Association of Electronics Recyclers includes a similar list of electronic waste in its reports but expands the range of electronics to commercial systems and financial systems, security systems and cameras, entertainment systems, office equipment, industrial electronics (including telecommunications equipment, control systems, manufacturing equipment, and commercial appliances), and consumer electronics (including audio, video, and communication devices). See International Association of Electronics Recyclers, IAER Electronics Recycling Industry Report, 2–3.

9. The Silicon Valley Toxics Coalition maps out the “Electronics Lifecycle” on its Web site, where it notes that “electronics are a complicated assembly of more than 1,000 materials, many of which are highly toxic, such as chlorinated and brominated substances, toxic gases, toxic metals, photo-active and biologically active materials, acids, plastics, and plastic additives.” See http://www.svtc.org/site/PageServer?pagename=svtc_lifecycle_analysis.

10. See Jan Mazurek, Making Microchips: Policy, Globalization, and Economic Restructuring in the Semiconductor Industry (Cambridge, MA: MIT Press, 1999). For details about the effects of specific chemicals used in the electronics manufacturing process, see the EPA Toxic Release Inventory at http://www.epa.gov/TRI/.

11. For examples of these informative studies, see Basel Action Network and Silicon Valley Toxics Coalition, Exporting Harm: The High-Tech Trashing of Asia (Seattle and San Jose, 2002), as well as BAN's newer study into electronic waste in Lagos, Nigeria, The Digital Dump: Exporting Re-use and Abuse to Africa (Seattle: Basel Action Network, 2005). For book-length studies on electronic waste, see Elizabeth Grossman, High Tech Trash: Digital Devices, Hidden Toxics, and Human Health (Washington, DC: Island, 2006); Ted Smith, David A. Sonnenfeld, and David Naguib Pellow, eds., Challenging the Chip: Labor Rights and Environmental Justice in the Global Electronics Industry (Philadelphia: Temple University Press, 2006).

12. I use the term discourse as part of a material constellation and along the lines that Judith Butler describes when she argues, “To claim that discourse is formative is not to claim that it originates, causes, or exhaustively composes that which it concedes; rather, it is to claim that there is no reference to a pure body which is not at the same time a further formation of that body.” In this sense, discourse is “performative” and part of the process whereby materials, bodies, and technologies unfold and circulate in the world. See Judith Butler, Bodies That Matter: On the Discursive Limits of “Sex” (London: Routledge, 1993), 10–11.

13. Bill Brown, “Thing Theory,” Critical Inquiry 28, no. 1, Things (Autumn 2001): 10; Mark Hansen, Embodying Technesis: Technology Beyond Writing (Ann Arbor: University of Michigan Press, 2000), 43.

14. For more information on the importance of considering how waste emerges not simply at the waste end of products but throughout the production and consumption cycle, see Kenneth Geiser, Materials Matter: Towards a Sustainable Materials Policy (Cambridge, MA: MIT Press, 2001).

15. Such heterogeneity of relations also describes what sociologist Mike Michael refers to as the “range of possible trajectories for the uses and ‘mis-uses’ (or rather, misbehavior) of technological artifacts” (Reconnecting Culture, Technology, and Nature: From Society to Heterogeneity [London: Routledge, 2000], 10).

16. N. Katherine Hayles has convincingly argued this point, and this study is informed by her research. See N. Katherine Hayles, How We Became Posthuman: Virtual Bodies in Cybernetics, Literature, and Informatics (Chicago: University of Chicago Press, 1999).

17. The term sediment draws on ideas from both Benjamin and Judith Butler (as discussed later in this introduction). For Benjamin, criticism was a project that should operate through the congealing of facts: “Criticism means the mortification of the works. By their very essence these works confirm this more readily than any others. Mortification of the works: not then—as the romantics have it—awakening of the consciousness in living works, but the settlement of knowledge in dead ones.” See Walter Benjamin, The Origin of German Tragic Drama, trans. John Osborne (London: NLB, 1977), 182. For Butler, sedimentation describes temporal and material practices that inform material effects (of power) as they concretize and transform. See Butler, Bodies That Matter, 250.

18. Butler, Bodies That Matter, 9–10.

19. Benjamin discusses his concepts of “natural history” and the outmoded in several key locations, including, of primary significance for the purposes of this study, The Arcades Project. See also Benjamin's The Origin of German Tragic Drama and his “Surrealism: The Last Snapshot of the European Intelligentsia,” in Reflections, ed. Peter Demetz, trans. Edmund Jephcott (New York: Harcourt Brace Jovanovich, Schocken Books, 1986), 177–92.

20. Benjamin, Arcades Project, 203.


21. Discussing Benjamin's “unorthodox” use of natural history, cultural and literary theorist Beatrice Hanssen writes, “By suggesting that history and nature were ‘commensurable’ in the moment of transience that befell both, Benjamin's study in fact contested the idealistic dichotomy between history and necessity, human freedom and nature, which it replaced with ‘natural history’” (Walter Benjamin's Other History: Of Stones, Animals, Human Beings, and Angels [Berkeley: University of California Press, 1998], 9). A number of studies and literary texts take up and extend Benjamin's notion of natural history. Some of the more in-depth texts include Susan Buck-Morss, The Dialectics of Seeing (Cambridge, MA: MIT Press, 1989); Michael Taussig, Mimesis and Alterity: A Particular History of the Senses (Routledge, 1993); and W. G. Sebald, The Rings of Saturn, trans. Michael Hulse (London: Vintage, 1998).

22. Michel Foucault, The Order of Things: An Archaeology of the Human Sciences (1970; repr., London: Routledge, 1994).

23. Ibid.

24. As paleontologist Stephen Jay Gould argues, there have been multiple versions of natural history and as many ways of interpreting remains to build up a view of longer and larger earth processes. So while a Victorian view emphasizes natural history as a record of progress, with humans in the ascendancy, Gould, in his more contemporary rendering, takes issue with these conflations of natural history (and Darwinian evolution) with progress. If natural history has shown us anything, Gould argues, it is that life on earth proceeds through random, coincidental and contingent processes of survival. See Stephen Jay Gould, Wonderful Life: The Burgess Shale and the Nature of History (1990; repr., London: Vintage, 2000); Charles Darwin, On the Origin of the Species (London: John Murray, 1859).

25. Failure is often discussed within studies of technologies and economies as a necessary aspect of further development. See, for example, Thomas S. Kuhn, The Structure of Scientific Revolutions (1962; repr., Chicago: University of Chicago Press, 1996). However, I suggest here and elsewhere that failure does more than simply propel further technological developments. See Jennifer Gabrys, “Machines Fall Apart: Failure in Art and Technology,” in Leonardo Electronic Almanac 13, no. 4 (April 2005), http://www.leoalmanac.org/journal/Vol_13/lea_v13_n04.txt.

26. Benjamin focused specifically on the outmoded, as it shattered, according to Buck-Morss, “the myth of automatic historical progress.” Such a move was important because “when newness became a fetish, history itself became a manifestation of the commodity form.” See Buck-Morss, Dialectics of Seeing, 79–83, 93. To challenge this fetishized and always-new reversioning of history, Benjamin conceived of the “angel of history” based on a painting by Paul Klee entitled Angelus Novus. Benjamin's angel is driven by the “storm of progress” into the future, to which “his back is turned.” Instead of witnessing the future, the angel witnesses the “wreckage” that accumulates from this storm. See Benjamin, “Theses on the Philosophy of History,” in Illuminations, ed. Hannah Arendt, trans. Harry Zohn (New York: Harcourt Brace Jovanovich, Schocken Books, 1969), 257–58.

27. There are other examples of digital or informational “natural histories,” which, in one way, discuss just how “natural” or evolutionary electronics may be (as progressive technologies) or, in a much different way, suggest relations between new media and corporeality, digital code and biology. For examples, see Paul Levinson, The Soft Edge: A Natural History and Future of the Information Revolution (New York: Routledge, 1997); Anna Munster, Materializing New Media: Embodiment in Media Aesthetics (Hanover, NH: Dartmouth College Press, 2006). The present study works with a more unruly set of material effects to constitute its natural history method.

28. For more on second nature in relation to natural history, see Theodor W. Adorno, “Natural History,” in Negative Dialectics, trans. E. B. Ashton (1966; repr; London: Routledge, 1990), 354–58. The term second nature was initially deployed by Georg Lukács in The Theory of the Novel (Cambridge, MA: MIT Press, 1974). In this process, nature becomes culture through manufacture, and the manufactured objects that surround us begin to seem as naturalized as nature itself: a second nature. Yet this rendering of “second nature” as a process of transformation, of culture acting on nature, does not rest so easily in this natural history, which resists a “first nature” on which culture might operate. Furthermore, once commodities have exited the spaces of cultural production and consumption, these fossils constitute another nature-cultural coupling again, bound by temporal forces.

29. Donna Haraway, Modest_Witness@Second_Millenium: FemaleMan©_Meets_OncoMouse™ (New York: Routledge, 1997), 142–43. In a related way, Madeline Akrich notes, “Machines and devices are obviously composite, heterogeneous, and physically localized. Although they point to an end, a use for which they have been conceived, they also form part of a long chain of people, products, tools, machines, money, and so forth.” These heterogeneous assemblages, as identified here, can even “generate and ‘naturalize’ new forms and orders of causality and, indeed, new forms of knowledge about the world.” See Madeline Akrich, “The De-Scription of Technical Objects,” in Shaping Technology/Building Society: Studies in Sociotechnical Change, ed. Wiebe E. Bijker and John Law (Cambridge, MA: MIT Press, 1992), 205–7.

30. Haraway, Modest_Witness@Second_Millennium, 142–43.

31. For Benjamin, the word scatter describes not just qualities of present experience but also a method for working through the past—as an iterative and resonant practice. He writes of the historian who works in this way, “Above all, he must not be afraid to return again and again to the same matter; to scatter it as one scatters earth, to turn it over as one turns over soil. For the ‘matter itself’ is no more than the strata which yield their long-sought secrets only to the most meticulous investigation. That is to say, they yield those images that, severed from all earlier associations, reside as treasures in the sober rooms of our later insights” (Walter Benjamin, “Excavation and Memory,” in Selected Writings, vol. 2, part 2, 1931–1934, ed. Michael W. Jennings, Howard Eiland, and Gary Smith, trans. Rodney Livingstone et al. [Cambridge: Harvard University Press, Belknap, 1999], 576).

32. Theodor Adorno, “A Portrait of Walter Benjamin,” in Prisms, trans. Samuel Weber and Shierry Weber (Cambridge, MA: MIT Press, 1967), 227–41.

33. Benjamin, Arcades Project, 392.

34. Butler writes, “For the concept of nature has a history, and the figuring of nature as the blank and lifeless page, as that which is, as it were, always already dead, is decidedly modern, linked perhaps to the emergence of the technological means of domination” (Bodies That Matter, 4).

35. Hanssen, Walter Benjamin's Other History, 16.

36. Sarah Franklin, Celia Lury, and Jackie Stacey, Global Nature, Global Culture (London: Sage, 2000), 59. In taking up this “set of debates about changing definitions of nature, culture and global” (ibid., 5), cultural theorists Franklin, Lury, and Stacey draw on Martin Rudwick's analysis to establish just how frequently interpretations of fossils have given rise to shifting definitions of nature, culture, history, and the global. See Martin Rudwick, The Meaning of Fossils: Episodes in the History of Paleontology (Chicago: University of Chicago Press, 1976).

37. Benjamin, Arcades Project, 864.

38. Butler, Bodies That Matter, 10.

39. Ibid., 9–10.

40. Charles Acland, ed., Residual Media (Minneapolis: University of Minnesota Press, 2007), xxi.

41. Siegfried Zielinski, Deep Time of the Media: Toward an Archaeology of Hearing and Seeing by Technical Means, trans Gloria Custance (Cambridge, MA: MIT Press, 2006), 2–7. While this study draws on research in media archaeology, which shares many of the same interests in obsolete media and materiality, it opts instead to work through a natural history method in order to establish the ways in which things break down and do not cohere as singular media artifacts. In their breaking down, electronics generate further relations and political ecologies. This approach is less about media objects and mediation, and more about the transformative material ecologies of electronic media.

42. Marshall McLuhan and Quentin Fiore, The Medium Is the Massage: An Inventory of Effects (New York: Bantam, 1967), 26.

43. Friedrich A. Kittler, Discourse Networks, 1800/1900, trans. Michael Metteer and Chris Cullens (Stanford: Stanford University Press, 1992).

44. Eva Horn, “There Are No Media,” Grey Room 29 (Winter 2008): 6–13.

45. Numerous studies have now employed an actor-network theory (ANT) approach to issues of science and technology. While this research is partially informed by literature in science and technology studies, particularly through the work of Donna Haraway, it intentionally does not adopt an ANT approach to electronic waste. Networks, I suggest in this study, can be one way to understand better how the distinct materialities of electronics are distributed and how they perform. Networks in this sense are not deployed as an organizing conceptual device for studying human and nonhuman relations, but rather as a term specifically situated within the material cultures of computing. This approach is further inspired by Michel Serres's use of “exchanges” and “quasi objects” to describe such transformative aspects of materiality. See Bruno Latour, Reassembling the Social: An Introduction to Actor-Network-Theory (Oxford University Press, 2007); Bruno Latour, Aramis, or the Love of Technology, trans. Catherine Porter (Cambridge: Harvard University Press, 1996); Michel Serres with Bruno Latour, Conversations on Science, Culture, and Time, trans. Roxanne Lapidus (Ann Arbor: University of Michigan Press, 1995); Kevin Hetherington and John Law, “After Networks,” Environment and Planning D: Society and Space 18, no. 2 (2000): 127–32.

46. I use the term resonance here in the sense that Haraway discuses in relation to “situated knowledges,” which she suggests means “a way to get at the multiple modes of embedding that are about both place and space in the manner in which geographers draw that distinction. Another way of putting it is when I discuss feminist accountability within the context of scientific objectivity as requiring a knowledge tuned to resonance, not dichotomy” (Donna Haraway, How Like a Leaf: An Interview with Thyrza Nichols Goodeve [New York: Routledge, 2000], 71). See also Donna Haraway, “Situated Knowledges: The Science Question in Feminism and the Privilege of Partial Perspective,” Feminist Studies 14, no. 3 (1988): 575–99; Marilyn Strathern, Partial Connections (Savage, MD: Rowman and Littlefield, 1991).


47. I do not approach consumption and the “user” through everyday practice or mutual formation of users and technologies—areas that already have extensive and informative literatures. Rather, I understand “use” in several arguably undertheorized ways that focus on what comes after a more privileged idea of use as agency, often in the form of content manipulation. Following on a number of waste literatures discussed in more detail in chapter 3, I focus on use as using up—through disposal, through the labor of breaking up machines, and through the political and economic using up of geographies as global dumping grounds. For examples of “use” literature, see Bijker and Law, Shaping Technology/Building Society; Nelly Oudshoorn and Trevor Pinch, eds., How Users Matter: The Co-Construction of Users and Technologies (Cambridge, MA: MIT Press, 2003); Susan Leigh Star, ed., The Cultures of Computing (Oxford: Blackwell, 1995); Lucy Suchmann, Plans and Situated Actions: The Problem of Human-Machine Communication, 2nd ed. (Cambridge: Cambridge University Press, 1987).

48. See Daniel Miller, ed., Materiality (Durham: Duke University Press, 2005); John Law and Annemarie Mol, “Notes on Materiality and Sociality,” Sociological Review 43 (1995): 274–94; Michelle Murphy, Sick Building Syndrome and the Problem of Uncertainty: Environmental Politics, Technoscience, and Women Workers (Durham: Duke University Press, 2006).

49. While this is not a life-cycle analysis, this research does draw on studies that analyze electronics through their material inputs and environmental costs. For examples of this approach, see Ruediger Kuehr and Eric Williams, eds., Computers and the Environment: Understanding and Managing Their Impacts (Dordrecht: Kluwer Academic, 2003).

50. Hansen, Embodying Technesis, 60.

51. Hirokazu Miyazaki elaborates on the ways in which different theoretical practices identify an “object” and its “materiality” also count as material processes and constitute an important site for material analysis. See “The Materiality of Finance Theory,” in Miller, ed., Materiality, 165–81.

52. The use of the term rematerializing in this study refers to the registering of complex material processes that support otherwise apparently material-free electronics. Rematerializing in this sense is distinct from those more geographical debates concerned with whether rematerializing constitutes a return to physical matter (as opposed to cultural or conceptual concerns). See Ben Anderson and John Wylie, “On Geography and Materiality,” Environment and Planning A, 41, no. 2 (2009): 318–35.

53. Haraway, “Promises of Monsters,” 109.

54. Haraway, Modest_Witness@Second_Millenium, 43–45.

55. Benjamin, Arcades Project, 460.

56. Ibid., 459.

57. Buck-Morss, Dialectics of Seeing, 65.

58. Benjamin, Arcades Project, 871. This notion of the past sedimenting into space can also be found in Benjamin's earlier, related study of allegory and ruins, where he writes that “chronological movement is grasped and analyzed in a spatial image.” He also writes, “In the ruin history has physically merged into the setting. And in this guise history does not assume the form of the process of an eternal life so much as that of irresistible decay. Allegory thereby declares itself to be beyond beauty. Allegories are, in the realm of thoughts, what ruins are in the realm of things” (Origin of German Tragic Drama, 177–78). The meeting of time and space in the ruin has influenced many scholars, including Kathleen Stewart, who develops a distinct method for writing about the cultural and poetic aspects of ruins. See Kathleen Stewart, A Space on the Side of the Road (Princeton: Princeton University Press, 1996), 96.

59. While mining sites are clearly another waste zone related to electronics, this study does not elaborate on these sites, not only due to a lack of space, but also because the focus here is less on the sum of raw materials and resources that contribute to electronics. A discussion on mining in relation to electronic waste can be found in Grossman, High Tech Trash. Mention is also made of this issue in relation to coltan and mobile phones in Nick Couldry and Anna McCarthy, eds., MediaSpace: Place, Scale, and Culture in a Media Age (London: Routledge, 2004), 2–3.

60. In my use of the term circulation, I am influenced by Dilip Parameshwar Gaonkar and Elizabeth A. Povinelli, who write, “In a given culture of circulation, it is more important to track the proliferating copresence of varied textual/cultural forms in all their mobility and mutability than to attempt a delineation of their fragile autonomy and specificity. Or, it is more important if the purpose, as Michel Foucault long ago suggested, is to move between the seductive sparkle of the ‘thing’ and the quiet work of the generative matrix—the diagram, as Foucault's acolyte Gilles Deleuze would name this node in the production of life that provides us with the outline of the thing and its excess. This ethnography of forms, for want of a better term, can be carried out only within a set of circulatory fields populated by myriad forms” (“Technologies of Public Forms: Circulation, Transfiguration, Recognition,” Public Culture 15, no. 3 [2003]: 391).

61. United Nations Environment Programme, “Basel Conference Addresses Electronic Wastes Challenge,” November 27, 2006, http://www.unep.org/Documents.Multilingual/Default.asp?DocumentID=485&ArticleID=5431&l=en.

62. Greenpeace, “Greenpeace Pulls Plug on Dirty Electronics Companies,” May 23, 2005, http://www.greenpeace.org/international/en/press/releases/greenpeace-pulls-plug-on-dirty.

63. Rachel Shabi, “The E-Waste Land,” Guardian, November 30, 2002.

64. Will Straw, “Exhausted Commodities: The Material Culture of Music,” Canadian Journal of Communication 25, no. 1 (2000), http://www.cjc-online.ca/index.php/journal/article/viewArticle/1148/1067.

65. William Rathje and Cullen Murphy, Rubbish! The Archaeology of Garbage (New York: HarperCollins, 1992).

66. Michael Thompson, Rubbish Theory: The Creation and Destruction of Value (Oxford: Oxford University Press, 1979).

67. Walter Moser, “The Acculturation of Waste,” in Waste-Site Stories: The Recycling of Memory, ed. Brian Neville and Johanne Villeneuve (Albany: State University of New York Press, 2002), 102. Several theorists discuss these generative and dynamic qualities of waste, which will be taken up throughout this study. See also Gay Hawkins, The Ethics of Waste: How We Relate to Rubbish (Lanham, MD: Rowman and Littlefield, 2005); John Scanlan, On Garbage (London: Reaktion, 2005).

68. Victor Buchli writes (as influenced by Butler), “What is more important probably is not to study the materializations themselves but rather what was wasted towards these rapid and increasingly ephemeral materializations” (introduction to The Material Culture Reader, ed. Victor Buchli [Oxford: Berg, 2002], 17).

69. Serres, Parasite, 13.


Chapter 1

Donna Haraway, “Cyborgs, Coyotes, and Dogs: A Kinship of Feminist Figurations” and “There Are Always More Things Going on Than You Thought! Methodologies as Thinking Technologies: An Interview with Donna Haraway,” conducted in two parts by Nina Lykke, Randi Markussen, and Finn Olesen, in Haraway Reader, 338.

1. Jim Fisher, “Poison Valley: Is Workers’ Health the Price We Pay for High-Tech Progress?” Salon, July 30, 2001, http://archive.salon.com/tech/feature/2001/07/30/almaden1/. As Fisher writes, these “aspiring cities are founded on the reduction of a new precious metal—the computer chip—which in the end is just a metalized piece of sand, or silicon.”

2. Albert Borgmann, Holding On to Reality: The Nature of Information at the Turn of the Millennium (Chicago: University of Chicago Press, 1999), 144. This basic theory of information, which can be traced to Claude Shannon and Warren Weaver, demonstrates how the “bit,” as a switching model, is closely tied to the actual operation of electrical currents. In this sense, material systems and informational systems are interdependent. See Claude E. Shannon and Warren Weaver, The Mathematical Theory of Communication (1949; repr., Urbana: University of Illinois Press, 1962); Hayles, How We Became Posthuman.

3. Christophe Lécuyer and David C. Brock undertake a material investigation into electronic innovation and suggest that not only are microelectronics “under materialized,” but that by focusing on materials entirely new questions about the material networks and ecologies of electronics emerge. See “The Materiality of Microelectronics,” History and Technology 22, no. 3 (September 2006): 301–25.

4. For a detailed analysis of microchip resources and inputs, see Ruediger Kuehr, German T. Velasquez, and Eric Williams, “Computers and the Environment: An Introduction to Understanding and Managing Their Impacts,” in Kuehr and Williams, Computers and the Environment, 1–16.

5. For reports on the historic development and dot-com to dot-bomb culture of technology in Silicon Valley, see Christophe Lecuyer, Making Silicon Valley: Innovation and the Growth of High Tech, 1930–1970 (Cambridge, MA: MIT Press, 2005); Christine A. Finn, Artifacts: An Archaeologist's Year in Silicon Valley (Cambridge, MA: MIT Press, 2001).

6. Fisher, “Poison Valley.” See also the listings for Santa Clara County in the EPA's National Priorities List, http://yosemite.epa.gov/r9/sfund/r9sfdocw.nsf/WSOState!OpenView&Start=1&Count=1000&Expand=2.29#2.29.

Information on Superfund sites in Silicon Valley in the form of legal documents and records of decision was initially made available through the EPA office in San Francisco. Much of this information is now available at http://www.epa.gov/region09/superfund/superfundsites.html. The Silicon Valley Toxics Coalition also features a “Silicon Valley Toxic Tour” on its Web site, where an interactive map allows users to view the different Silicon Valley Superfund sites. See http://www.svtc.org/site/PageServer?pagename=svtc_silicon_valley_toxic_tour.

7. Cleanup is also not an absolute process, as chemicals potentially break down and migrate in unexpected ways to become newly toxic. See Matt Ritchel, “E.P.A. Takes Second Look at Many Superfund Sites,” New York Times, January 31, 2003.

8. Intel Corporation, “From Sand to Circuits,” 2005, ftp://download.intel.com/museum/sand_to_circuits.pdf.


9. Ibid.

10. Kuehr, Velasquez, and Williams, “Computers and the Environment,” 7. As these authors write, “Computer production is materials-intensive; the total fossil fuels used to manufacture one computer, for example, amount to nine times the weight of the actual computer.” As David Naguib Pellow and Lisa Sun-Hee Park also outline, “In 1999, on average, the production of an eight-inch silicon wafer required the following resources: 4,267 cubic feet of bulk gases, 3,787 gallons of waste water, 27 pounds of chemicals, 29 cubic feet of hazardous gases, 9 pounds of hazardous waste, and 3,023 gallons of deionized water” (The Silicon Valley of Dreams: Environmental Injustice, Immigrant Workers, and the High-Tech Global Economy [New York: New York University Press, 2002], 76–77).
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